
Statistics Qualifying Exam
12-4pm, Tuesday, August 19, 2025

Answer questions with showing all of your work.
This is closed-note/book. A calculator is allowed.

1. Let X1, . . . , Xn be a random sample from a population with probablity density function (pdf)

fX(x) =

{
1
θ , if 0 < x < θ

0, otherwise

Let X(1) < · · · < X(n) be the order statistics. Show that X(1)/X(n) and X(n) are independent random
variables.

2. Let X1, . . . , Xn be a random sample from N (θ, 1).

(a) Show that the unique UMVUE (Uniformly Minimum Variance Unbiased Estimator) of θ2 is
X̄2 − 1

n .

(b) Calculate the variance of X̄2 − 1
n .

Hint: It is known that the moment-generating function of a normal distribution N (µ, σ2) is

MX(t) = E[etX ] = exp

(
µt+

1

2
σ2t2

)
, for t ∈ R .

(c) Is the estimator in (a) an efficient estimator? Clearly justify your answer.

3. Let Y1 < Y2 < · · · < Yn denote the order statistics of a random sample of size n from a distribution
that had pdf f(x) = 3x2

θ3
, 0 < x < θ; zero elsewhere.

(a) Show that P (c < Yn
θ < 1) = 1− c3n, where 0 < c < 1.

(b) If n is 4 and if the observed value of Y4 is 2.3, what is a 95% confidence interval for θ?

4. Let X1, . . . , Xn be a random sample from N(µ, θ), 0 < θ <∞ where µ is known.
Let S2 = 1

n−1

∑n
i=1(Xi − X̄)2. We know that E(S2) = θ.

(a) What is the efficiency of S2 ?

(b) What is the MLE, θ̂, of θ ?

(c) What is the asymptotic distribution of
√
n(θ̂ − θ) ?

(d) Find an exact Likelihood Ratio (LR) test for

H0 : θ = θ0 v.s. H1 : θ 6= θ0

at significance level α ∈ (0, 1) where θ0 ∈ (0,∞) is fixed.
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5. Suppose that we conduct the simple regression analysis with n = 4 observations
{(y1, x1), (y2, x2), · · · , (yn, xn)} with the first-order model,

yi = β0 + β1xi + εi, εi
iid∼ N (0, σ2).

The R code below is showing: (i) the vector y (response) and x (predictor); (ii) the calculated hat
matrix H = X(XTX)−1XT ; (iii) the linear model output from R lm function.

> y=c(4,5.5,6.2,7.8)

> x=c(2,3,4,5)

>

> X=cbind((rep(1,4)),(x))

>

> H=X%*%solve(t(X)%*%X)%*%t(X)

> H

[,1] [,2] [,3] [,4]

[1,] 0.7 0.4 0.1 -0.2

[2,] 0.4 0.3 0.2 0.1

[3,] 0.1 0.2 0.3 0.4

[4,] -0.2 0.1 0.4 0.7

> SLR=lm(y~x)

> summary(SLR)

Call:

lm(formula = y ~ x)

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) ?????? 0.4455 3.681 0.06651 .

x 1.2100 0.1212 9.980 0.00989 **
---

Signif. codes: 0 ’*’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1

Residual standard error: 0.2711 on 2 degrees of freedom

Multiple R-squared: 0.9803, Adjusted R-squared: 0.9705

F-statistic: 99.6 on 1 and 2 DF, p-value: 0.009892
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(a) Write down the fitted model when the assumed model is y = β0 + β1x1 + ε. Interpret the
regression coefficient of x1.

(b) Based on this output, find the residuals of the above regression.

(c) Given the above output find the estimated correlation between residual e1 and e4.

(d) Find the estimated variance of all 4 residuals V ar(ei) for i = 1, 2, 3, 4. Are these variances
equal?

(e) Based on this output, identify an influential point. Clearly state the metric used to identify the
influential point.
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6. The following example is adapted from Tryfos (1998, pp. 130-1). According to Tryfos: “Before
construction begins, a bridge project goes through a number of stages of production, one of which is
the design stage. This phase is composed of various activities, each of which contributes directly to the
overall design time. . . . . In short, predicting the design time is helpful for budgeting and internal as
well as external scheduling purposes."
Information from 45 bridge projects was compiled for use in this study. The response and predictor
variables are as follows:

◦ Y = Time = design time in person-days

◦ X1 = DArea = Deck area of bridge (000 sq ft)

◦ X2 = CCost = Construction cost ($000)

◦ X3 = Dwgs = Number of structural drawings

◦ X4 = Length = Length of bridge (ft)

◦ X5 = Spans = Number of spans

A summary of the multiple linear regression is given in next page.

Use t-values:t0.025,40 = 2.021, t0.05,40 = 1.684, t0.025,5 = 2.7764, t0.05,5 = 2.1318,
t0.025,39 = 2.022691, t0.05,39 = 1.684875, t0.025,6 = 2.44691, t0.05,6 = 1.94318,
t0.025,41 = 2.019541, t0.05,41 = 1.682878, t0.025,42 = 2.018082, t0.05,42 = 1.681952,
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> MultiReg1=lm(formula = Y ~ X1 + X2 + X3 + X4 + X5)

>

> summary(MultiReg1)

Call:

lm(formula = Y ~ X1 + X2 + X3 + X4 + X5)

Residuals:

Min 1Q Median 3Q Max

-81.816 -26.797 -9.674 24.882 180.443

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) -34.83256 25.03837 -1.391 0.172

X1 0.24675 1.63170 0.151 0.881

X2 -0.02107 0.07143 -0.295 0.770

X3 19.68195 4.08583 4.817 2.23e-05 ***
X4 0.05186 0.10378 0.500 0.620

X5 15.50454 10.14243 1.529 0.134

---

Residual standard error: 55.31 on 39 degrees of freedom

Multiple R-squared: 0.7101, Adjusted R-squared: 0.6729

F-statistic: 19.1 on 5 and 39 DF, p-value: 1.435e-09

> anova(MultiReg1)

Analysis of Variance Table (Type I Sum of Squares)

Response: Y

Df Sum Sq Mean Sq F value Pr(>F)

X1 1 152044 152044 49.6918 1.834e-08 ***
X2 1 24248 24248 7.9248 0.007606 **
X3 1 93558 93558 30.5771 2.329e-06 ***
X4 1 15231 15231 4.9780 0.031492 *
X5 1 7150 7150 2.3369 0.134414

Residuals 39 119330 3060

---
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(a) Is it worth including X5 in the model that already contains X1, X2, X3, and X4?

(b) Suppose you have decided in part (a) to drop X5 variable form the model. Is it worth including
X4 in the model that already contains X1, X2 and X3? Explain. Use α = 0.05, and give
hypotheses, test statistic, which F (a; df1, df2) you used, (the value or the range of ) p-values, and
conclusions, in order to get full credits.

(c) Assume modeling assumptions hold true. After fitting the regression model, the researchers
concluded that the null hypothesis that β2 ≥ 1 was rejected at significance level α = 0.05 against
the alternative hypothesis that β2 < 1. One of the researchers concluded: “At significance level
α = 0.05, we reject the null hypothesis.” Do you agree with this assessment?

(d) We use the function regsubsets with nbest=4 in R to perform best-subset based model selection.
Output is summarized below. rss denotes the sum of squares of errors/residuals (SSE). Based on
the results, which model would you select to explain the design time in person-days using:

i. A criteria.

ii. Using a forward selection process.

Explain all steps.

model p rsq rss adjr2 cp bic stderr

1 X3 2 0.635 150281 0.626 8.12 -37.7 59.1

2 X4 2 0.477 215346 0.465 29.38 -21.5 70.8

3 X5 2 0.466 219705 0.454 30.81 -20.6 71.5

4 X2 2 0.416 240166 0.403 37.49 -16.6 74.7

5 X3-X5 3 0.708 120095 0.694 0.25 -44.0 53.5

6 X3-X4 3 0.685 129468 0.670 3.31 -40.6 55.5

7 X1-X3 3 0.655 141833 0.639 7.35 -36.5 58.1

8 X2-X3 3 0.649 144491 0.632 8.22 -35.7 58.7

9 X3-X4-X5 4 0.709 119611 0.688 2.09 -40.4 54.0

10 X1-X3-X5 4 0.708 120094 0.687 2.25 -40.2 54.1

11 X2-X3-X5 4 0.708 120094 0.687 2.25 -40.2 54.1

12 X2-X3-X4 4 0.687 128763 0.664 5.08 -37.1 56.0

13 X2-X3-X4-X5 5 0.710 119400 0.681 4.02 -36.7 54.6

14 X1-X3-X4-X5 5 0.709 119596 0.680 4.09 -36.6 54.7

15 X1-X2-X3-X5 5 0.708 120093 0.679 4.25 -36.4 54.8

16 X1-X2-X3-X4 5 0.693 126480 0.662 6.34 -34.1 56.2

17 X1-X2-X3-X4-X5 6 0.710 119330 0.673 6.00 -32.9 55.3
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7. A management information systems consultant conducted a small-scale study of five different daily
summary reports (A: the greatest amount of details; B; C; D; E: the least amount of details with B, C,
D in the middle with gradually decreased amount of details). Five sales executives were used in the
study. Each was given one type of daily report for a month and then was asked to rate its helpfulness on
a 25-point scale (0: no help; 25: extremely helpful). Over a five-month period, each executive received
each type of report for one month according to the latin square design shown below. The helpfulness
ratings follow. The SAS output for the analysis of this experiment is included below.

Month
Executive March April May June July
Harrison 21(D) 8(A) 17(C) 9(B) 16(E)
Smith 5(A) 10(E) 3(B) 12(C) 15(D)
Carmichael 20(C) 10(B) 15(E) 22(D) 12(A)
Loeb 4(B) 17(D) 3(A) 9(E) 10(C)
Munch 17(E) 16(C) 20(D) 7(A) 11(B)

(a) Complete the ANOVA table above by filling in the missing values marked by “****” in the SAS
output provided.

Table 1: ANOVA Table

source of
variation df SS MS F p-value

report

executive (Row)

month (Column)

Error

Total

(b) Test weather or not the five types of reports differ in mean helpfulness; use significance level
α = 0.01. State the alternatives, decision rule, and conculsion. What is the p-value of the test?

(c) Analyze the effectiveness of the five types of reports by making all pairwise compuarisons among
the treatment means. Use the Tukey procedure and a 95 percent family confidence coefficient.
Summarize your findings.
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SAS Output

Class Level Information

Class Levels Values

executive 5 Carmicha Harrison Loeb Munch Smith

month 5 April July June March May

report 5 A B C D E

Source DF Sum of Squares Mean Square F Value Pr>F

Model **** 758.48 **** **** <.0001

Error **** 19.28 ****
Corrected Total **** 777.76

R-Square Coeff Var Root MSE rating Mean
0.975211 10.25521 1.267544 12.36

Source DF Type III SS Mean Square Pr > F

executive **** 220.16 **** < 0.0001

month **** 10.96 **** 0.2132

report **** 527.36 **** < 0.0001

Report Level N Mean Rating Std Dev

A 5 7.00 3.39

B 5 7.40 3.65

C 5 15.00 4.00

D 5 19.00 2.92

E 5 13.40 3.65
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8. The yield of a chemical process is being studied. The two most important variables are thought to be
the pressure and the temperature. Three levels of each factor are selected, and a factorial experiment
with two replicates is performed. Please see the attached SAS output (next page).

(a) Write down the two-factor fixed effects model to analyze this experiment. Clearly label all the
notations and specify all the appropriate assumptions and constraints in the model.

(b) Estimate the difference between the treatment means D = µ11 − µ13, where µ11 is the factor
level mean with Temperature = 150 and Pressure = 200, and µ13 is the factor level mean with
Temperature = 150 and Pressure = 230. Construct a 95% confidence interval for D. Interpret
your results.

(c) Carry out Tukey multiple comparisons if needed (use α = 0.05) and draw conclusions about
factor effects. If you find there is no need for multiple comparisons, justify your decision.
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Class Level Information

Class Levels Values

temperature 3 150 160 170

pressure 3 200 215 230

Dependent Variable: yields

Sum of

Source DF Squares Mean Square F Value Pr > F

Model 8 1.13777778 0.14222222 8.00 0.0026

Error 9 0.16000000 0.01777778

Corrected Total 17 1.29777778

R-Square Coeff Var Root MSE yields Mean

0.876712 0.147474 0.133333 90.41111

Source DF Type III SS Mean Square F Value Pr > F

temperature 2 0.30111111 0.15055556 8.47 0.0085

pressure 2 0.76777778 0.38388889 21.59 0.0004

temperature*pressure 4 0.06888889 0.01722222 0.97 0.4700

Level of ------------yields-----------

temperature N Mean Std Dev

150 6 90.4166667 0.20412415

160 6 90.2500000 0.26645825

170 6 90.5666667 0.29439203

Level of ------------yields-----------

pressure N Mean Std Dev

200 6 90.3666667 0.21602469

215 6 90.6833333 0.14719601

230 6 90.1833333 0.19407902

Level of Level of ------------yields-----------

temperature pressure N Mean Std Dev

150 200 2 90.3000000 0.14142136

150 215 2 90.6500000 0.07071068

150 230 2 90.3000000 0.14142136

160 200 2 90.2000000 0.14142136

160 215 2 90.5500000 0.07071068

160 230 2 90.0000000 0.14142136

170 200 2 90.6000000 0.14142136

170 215 2 90.8500000 0.07071068

170 230 2 90.2500000 0.21213203
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